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John DeNero, and Dan Klein. 2010. Painless unsu-
pervised learning with features. In NAACL.

Taylor Berg-Kirkpatrick and Dan Klein. 2010. Phylo-
genetic grammar induction. In ACL.

Yonatan Bisk, Christos Christodoulopoulos, and Julia
Hockenmaier. 2015. Labeled grammar induction
with minimal supervision. In Proceedings of the
53rd Annual Meeting of the Association for Compu-
tational Linguistics and the 7th International Joint
Conference on Natural Language Processing (Vol-
ume 2: Short Papers), pages 870–876, Beijing,
China. Association for Computational Linguistics.

Yonatan Bisk and Julia Hockenmaier. 2012. Simple
robust grammar induction with combinatory cate-
gorial grammars. In Proceedings of the Twenty-
Sixth AAAI Conference on Artificial Intelligence,
AAAI’12, page 1643–1649. AAAI Press.

Yonatan Bisk and Julia Hockenmaier. 2013. An HDP
model for inducing Combinatory Categorial Gram-
mars. Transactions of the Association for Computa-
tional Linguistics, 1:75–88.

Phil Blunsom and Trevor Cohn. 2010. Unsupervised
induction of tree substitution grammars for depen-
dency parsing. In Proceedings of the 2010 Con-
ference on Empirical Methods in Natural Language
Processing, pages 1204–1213, Cambridge, MA. As-
sociation for Computational Linguistics.

Rens Bod. 2006a. An all-subtrees approach to unsuper-
vised parsing. In Proceedings of the 21st Interna-
tional Conference on Computational Linguistics and
44th Annual Meeting of the Association for Compu-
tational Linguistics, pages 865–872, Sydney, Aus-
tralia. Association for Computational Linguistics.

Rens Bod. 2006b. Unsupervised parsing with U-DOP.
In Proceedings of the Tenth Conference on Com-
putational Natural Language Learning (CoNLL-X),
pages 85–92, New York City. Association for Com-
putational Linguistics.

Jiong Cai, Yong Jiang, and Kewei Tu. 2017. Crf au-
toencoder for unsupervised dependency parsing. In
the 2017 Conference on EMNLP.

Steven Cao, Nikita Kitaev, and Dan Klein. 2020. Unsu-
pervised parsing via constituency tests. In Proceed-
ings of the 2020 Conference on Empirical Methods
in Natural Language Processing (EMNLP), pages
4798–4808, Online. Association for Computational
Linguistics.

Chaofan Chen, Oscar Li, Daniel Tao, Alina Barnett,
Cynthia Rudin, and Jonathan K Su. 2019. This
looks like that: deep learning for interpretable im-
age recognition. In Advances in neural information
processing systems, pages 8930–8941.

Stanley F. Chen. 1995. Bayesian grammar induction
for language modeling. In 33rd Annual Meeting
of the Association for Computational Linguistics,
pages 228–235, Cambridge, Massachusetts, USA.
Association for Computational Linguistics.

Jihun Choi, Kang Min Yoo, and Sang-goo Lee. 2018.
Unsupervised learning of task-specific tree struc-
tures with tree-lstms. AAAI.

A. Clark. 2007. Learning deterministic context free
grammars: The omphalos competition. Machine
Learning, 66.

Alexander Clark. 2001. Unsupervised induction
of stochastic context-free grammars using distri-
butional clustering. In Proceedings of the ACL
2001 Workshop on Computational Natural Lan-
guage Learning (ConLL).

Shay B Cohen, Kevin Gimpel, and Noah A Smith.
2008. Logistic normal priors for unsupervised prob-
abilistic grammar induction. In Advances in Neural
Information Processing Systems, pages 321–328.

Shay B Cohen and Noah A Smith. 2009. Shared logis-
tic normal distributions for soft parameter tying in
unsupervised grammar induction. In NAACL.

Shay B Cohen and Noah A Smith. 2010. Covariance
in unsupervised learning of probabilistic grammars.
The Journal of Machine Learning Research.

Trevor Cohn, Phil Blunsom, and Sharon Goldwater.
2010. Inducing tree-substitution grammars. Jour-
nal of Machine Learning Research, 11(102):3053–
3096.

Michael Collins. 2003. Head-driven statistical models
for natural language parsing. Computational Lin-
guistics, 29(4):589–637.

Caio Corro and Ivan Titov. 2018. Differentiable
perturb-and-parse: Semi-supervised parsing with a
structured variational autoencoder. In ICLR.
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