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MT: History

[0 Human Translation
> 3rd~1st BC: Bible Translation in West
» 13t AD: Buddhism Translation in China

Ancient Egyptian
(hieroglyphic)

Ancient Egyptian
(Demotic)

Ancient Greek

[0 Machine Translation: Rosetta Stone (196 BC)
® Starting from 1949, treat the source language as an encrypted target language.
1970s- Rule based MT.
1980s- Example based MT.
1990s- Statistical MT.
2010s- Neural MT.
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MT: from ML aspect

[0 MT is a typical text generation task.

>  x:source sentence; y: target sentence. LmLe(0) = —logpa(ylz) = Zlogpe yilT, y<i)

=1
» maximum likelihood estimation (MLE):

[0 MT has a standard evaluation metric: BLEU = — 297 Mcorrect
Z Tlg ramin _ reference

» n-gram: contiguous sequence of 7 words.

S R (Z 7< <EOS>

[T fl—-llll—»llllx—ﬁﬁlP—-lllP——l T T T T]

N e B e | | LLI]° '| | | | :"'l | o | o 1]
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He goes to school <EOS> Al R < 17<
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Supervision in MT

Linguistic Rules

[0 Rule-based MT:

» Annotated linguistic rules

Example Database

[0 Example-based MT:

» Translation examples

Lexicon

s If Y5 =X ...

: If RiB 2 F1HE

ElR: FII
. If ‘FJE =¢=$}é”’ then l% “I”
: If I =“{K”, then ¥ =“you”

s If IR = IR B R,

then i3 =“be satisfied with”

then ¥ [BhA] + XT 4]

If FXEIERZ T

then be #/J1d] A4 “am/was”

“Er
then 1% 304 15454

i (R

4
=
G

RE] R

=

<
=}
= <

be satisfied with

be satisfied with you

{_J

I::Eé:'satisﬁed with you

IR 1 B S

1: J7 =“Hr A mHEF 152>
1% =“When will it start ?”

2: YR =R R B 7R <

P& =“I am happy with him”4

3
i
X
2
z
<
»
8
z
24
[¢]
‘-’.-

[Examples from Xiao and Zhu, SMT-Book]

Pty > 1 am satisfied with you
4 5
®oX R ORB R Matching and
Efn i Awu:
g Replacement

B i BE iJ& : source
I am happy with ¥ .

................ > J]’r:;w,.m S P : target
X AR mﬁ_

II am satisfied with youl
LTRRE E A S
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Supervision in MT

[J Statistical Machine Translation (SMT)

» Parallel corpus: sentence-level alignment.

» Monolingual corpus: n-grams probability.

» To learn the translation rules statistically.

Parallel Corpus

TR 1 BOEFATE R
1: J5 =“fth 7EME?”
PE =“Where is he ?”
2: I =LA
P =“"m so happy”
3: =R 7
PE="“Let’s go!”

Wy
= N
=2

Parallel Corpus

VIR 2: BIE TR
1: What 1s NiuTrans ?
2: Are you fulfilled ?

3: Yes, you are right .

B AT
Pr(& —-1)=0.7
Pr(3X — me) =0.3

| Pr(fk — you) = 0.9

Pr(J:(» — happy)
=0.5

Pr(i#i & — satisfied)
=0.

R RIS 7

Monolingual Corpus

e

Pr(I) = 0.0001

’| Pr(1 — am) = 0.623

Pr(I — was) = 0.21

FHiE R i
I to you happy 0.01

You satisfied 0.02
I satisfied with you 0.10

[ 'm satisfied with you | 0.46 [t

I satisfied you, what 023
You can have it 0.01

You and me 0.02

‘WM 2 A T A
| SR s

Language Model

TR EE T AR
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Supervision in MT

O

Neural Machine Translation (NMT):

» Parallel corpus as sequence-to-sequence input.

» Rules are not necessary any more.

target: | am satisfied with you

\ Decoder /

represe-
: [.2 -1.5 7 -2]
ntation

Encoder -~

source: I, X AR I

output (representation)

P000®

layer

o000 0000
T T

input (word) input (word)

sample network of the encoder
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What Is Supervision in MT

[0 Supervision in linguistic:
> Shared words or subwords: restaurantin French and English. —#% in Chinese and Japanese
The same or similar syntactic structure

>
» The same or similar pronunciation
>

[0 Supervision in machine learning: parallel input {X, Y} or monolingual input {X} and {Y}
» Bilingual lexicon

Phrase table

Parallel sentences

Comparable corpus/document

YV V V V

Page 13



Does Supervised Always Necessary?

[0 My understanding

» Supervision in linguistic 1s always necessary.

» Supervision in machine learning is not always necessary.
[0 Definition of unsupervised MT in machine learning

» No parallel training corpus 1s given.

» Dev corpusis only used to select model.

[0 We will discuss this topic in the section “Challenges in UNMT”
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Monolingual Word Embedding

[1 As the development of neural network technology in NLP, words can be represented in

continuous space.

[0 However, too sparse...

[V = 1,0,0,0,0,0,0,..:
you & Voo = [0,1,0,0;0,0,0; ...
wer W= [0:0,1,0/0,0.0:..
are sy Vare'= [0,0,0,1,0,0,0,...

very < Viery = [0,0,0,0,1,0,0,...
wise-<> Voise = [0,0,0,0,0;L,0,:::
smart < Venare = [0,0,0,0,0,0,1,...

One-hot Representation

INPUT->PROJECTON #RE

word one-hot Wi vector

i o e

. X = [(TTTTTTTI]
[o,0o,..,0,0,1,0,0,...,0,0]

you

Projection

Page 16



Monolingual Word Embedding

[0 Word2Vec

w(t-2)

w(t-1)

w(t+1)

w(t+2)

INPUT PROJECTION OUTPUT INPUT PROJECTION  OUTPUT
w(t-2)
w(t-1)

\sum /

/ . w(t) w(t) —
w(t+1) / x
w(t+2)
CBOW Skip-gram

[Mikolov et al., NeurIPS-2013]
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Monolingual Word Embedding

[d Then, there is some interesting findings.

Country and Capital Vectors Projected by PCA

2 T
Chinas
*Beijing
1.5 Russia .
Japan«
1k *Moscow
Turkey Ankara Tokyo
0.5 | =
Poland«
0 Germxanyk
France AWarsaw
w Berlin
-05 Italy< Paris .
»Athens
Greecex i
1} Spain¢ Rome |
| s *Madrid
-1.5 | Portugal stichon
_2 | 1 | | 1 | 1
-2 -1.5 -1 -05 0 05 1 15 2

[Mikolov et al., NeurIPS-2013]
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Bilingual Word Embedding (BWE)

[0 To project one language space onto anther, researchers have to learn a translation map

(matrix).

[0 The most typical supervision is an annotated lexicon (i.e., 5000 words).

ozr Ocuatro (four)

“[ ofour
ouno (one)
ofive T Ocinco (five)
Otres (three)
Cthree
two Odos (two) |
0.2 0.4 0.6
02
015 ® Homs o caballo (horse)
03r Ovaca (cow)
- cow perro (dog)
O pig © dog |
O cerdo (pig)
-0.1
-0.15
-02r 03
5O cat <045 O gato (cat)

[Mikolov et al., ArXiv-2013]
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Bilingual Word Embedding (BWE)

[J Polysemy is not easy to project.

>

“Work” as a paid job or a

research paper

familiales_f

concilier_f

salary_e .
excellent_f

productif f rigides_f

decent_e

visas_f
rewarding_e
permits_e apprentissage_f
- duration_e
discouraged_e
graduates_e
prof

travail _f

travailler_f
work ¢

ssionnelle_f
vacation_e week_e
heures_f longues_f

. hours e
partiel _f ours_e
— vacances f

workplace_e

travaille_f
carmen_e carmen_{
talented_e _collzlhOrer:tfm-muler—f
marcher f consacrent_f
~ reinhart_e experiments_e
dirty_e lecteurs_f reinhart_f

guiding_e readers_e

unemployed_e

travaillent_f
employed_e -

travel_e dur f
foyer_f

concert_f

[Wang et al., [JCAI-2016]

dirty] e
getting_e
graduates_e
willing| e
formuler_f
reinhart_f workplace_e
reinhart_e cagmen_
carmjen_e
livre f talented_e
o rofessionnelle_f
book_e P -
inf X _ payje concert_f
informations_f ~ employees_e
lire f payer_f |Work_e excellent f
reading_e readers_e travhiller_f rewarding e discouraged_e
presse_¢  lecteurs_f consulter_f travail_f fonctionner_f
newspaper_e papier_f .
paper_e papier_ collaborer_f  experiments_e

journaux_e content_e print_e
spend

temps_f

moins_f{

1€ travaux_f

consacrent_f

productif f

vacation_e
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Unsupervised BWE

[0 Generative adversarial network (GAN) makes unsupervised BWE possible.

[0 The hypothesis is that different languages have similar word distribution.

A

0/1

caballo (horse) horse
u [
cerdo. (pig) pig
)
gato (cat) cat
| ®
>
Spanish English
[Zhang et al.,

______

ACL-2017]
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BWE Performance

[0 No significant difference between supervised and unsupervised BWE

en-de en-fr en-es en-it en-pt de-fr de-es de-it de-pt fr-es fr-it fr-pt es-it es-pt it-pt
Supervised methods with cross-lingual supervision
Sup-BWE-Direct 73.5 81.1 814 773 799 733 67.7 695 591 826 832 781 835 873 810
Unsupervised methods without cross-lingual supervision
BWE-Pivot 740 823 817 77.0 80.7 719 66.1 68.0 574 81.1 79.7 7477 81.9 850 789
BWE-Direct 740 823 81.7 77.0 80.7 730 657 665 585 831 830 779 833 873 805
MAT+MPSR 748 824 825 788 815 76.7 69.6 72.0 63.2 839 835 793 845 878 823
de-en fr-en es-en it-en pt-en fr-de es-de it-de pt-de es-fr it-fr pt-fr it-es pt-es pt-it
Supervised methods with cross-lingual supervision
Sup-BWE-Direct 724 824 829 769 803 695 683 675 63.7 858 87.1 843 873 915 81.1
Unsupervised methods without cross-lingual supervision
BWE-Pivot 722 821 833 77.7 80.1 68.1 679 66.1 63.1 847 865 82.6 858 91.3 792
BWE-Direct 722 821 833 77.7 80.1 69.7 688 625 60.5 86 87.6 839 87.7 92.1 80.6
MAT+MPSR 729 81.8 837 774 799 712 69.0 69.5 657 869 88.1 863 88.2 927 82.6

[Chen et al., EMNLP-2018]
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What’s Next?

[0 Now we have word translation. How to conduct sentence translation?

[0 Initialization
» Unsupervised bilingual word embedding
» Cross-lingual language model

[0 Sharing latent representations

L1 decoder

: '
,"rv =
I
Shared encoder (L1/L2) : *g
|{ ___________________ \I// | %
A Ki |
| N, [ —
| (S - —
| I
| |
| |
| |
I I . f _______________________ ~
I . . . I ‘1\ s
| [ fixed cross-lingual embeddings ] | |y
.- J L] -
| o
L g
I8
| ®
I
|
[ —

[Artetxe et al. ICLR-2018] Page 23



Unsupervised NMT

[1 Denoising: optimizes probability of reconstruction from a noised version C(X) in the

encoder to the original sentence (X) in the decoder.

C(X)
X ] *»|Llencoder »|L1decoder —><— X
C(Y)
S— »|L2encoder L2decoder —> — Y

| X1

E_D — Z —IOQPL1—>L1 (X%1|O(X€1))
=1
| X2

+ > —logPr, 1, (X7 |C(X7)).

1=1

Y

Y




Unsupervised NMT

[1 Back-translation

» Optimizes the probability of encoding (pseudo parallel) translated sentence M(X) from L2 and

recovering the original sentence X with the L1 decoder.

Lldecoder

X
L= —logPr, 1, (X;|M*(X})) x — NN YeX) [ cder
i—=1 model
1X 2] Xa(Y)
+ 3 —logPr, 1o (XM (X2)), Y — o L1encoder
i=1
[0 Final Training Objective:
» Jointly optimize the back-translation and denoising
Lo =Lp+ LB.

L2decoder
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Entire Structure

L1:X ( ) ( yL2:¥ L2:Y
Parallel — | L1 Encoder L2 Decoder —’
Training Data: —_ _
%Y L2:Y ( ‘ ( \L1:X L1:X
—”| L2 Encoder L1 Decoder —"‘—
— —
Supervised NMT
ux —— —— it — x|
: : H 1
i —* Noise ——| L1 Encoder L1 Decoder [ — ' i
1 — \. _ — 1 ..
i Shared Shared E Denoising
| L2:Y ( ) ( ) ( yL2:¥ L2:Y !
1 1
i — | Noise [ | L2 Encoder L2 Decoder —’*— i
Monol ingual H \ J \ J \ J !
Training e e e e e e e e e e e e e e e e e e e e e e e e e e e e s m s s mm e !
Data
RO G o ——— ek — x|
1 P H . H : H
i g ;eo\gleolus__’ L2 Encoder L1 Encoder —’ i
1 — I — i -
E 1% Shared Shared ~ i?:::slation
1 L2:Y ( R YL1:X \ ( YL2:Y L2:Y i
i Previous . — |
i T Model — | L1 Encoder L2 Encoder @ i
S ——— 1

Unsupervised NMT
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Performance of UNMT

[0 Much worse than supervised NMT

[0 Why?

FR-EN EN-FR DE-EN EN-DE

1. Baseline (emb. nearest neighbor) 9.98 6.25 7.07 4.39

Unsupervised 2. Proposed (denoising) 7.28 5.33 3.64 2.40

P 3. Proposed (+ backtranslation) 15.56 15.13 10.21 6.55

4. Proposed (+ BPE) 15.56 14.36 10.16 6.89

Semi- 5. Proposed (full) + 10k parallel 18.57 17.34 11.47 7.86

supervised 6. Proposed (full) + 100k parallel 21.81 21.74 15.24 10.95

7. Comparable NMT (10k parallel) 1.88 1.66 1.33 0.82

Supervised 8. Comparable NMT (100k parallel)  10.40 9.19 8.11 5.29

P 9. Comparable NMT (full parallel) 20.48 19.89 15.04 11.05

10. GNMT (Wu et al., 2016) - 38.95 - 24.61

[Artetxe et al. ICLR-2018]
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Key: Cross-Lingual Representation

[0 How to improve UNMT?
» The back-translation and denoising is difficult to improve.

» The key point 1s to improve the quality of cross-lingual representation.
[0 Method

» Improve the pre-training of cross-lingual representation (the next chapter).

» Improve cross-lingual representation during UNMT training.
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Better Training

[l The UNMT performance is related to the quality of UBWE.
[1 However, the quality of UBWE significantly decreases during UNMT training.

80 25
@
20 2 60 20
s Z -
Q 3 2
2 g 15 =
B 2 40
é 10 g 0
20 .
Fr-En En-Fr 0 20 40 60 80 100 120 140
0 Ja-En En-Ja Epoch
08 20 30 45 600 ks

UBWE Precision@1

[Sun and Wang* et al. ACL-2019]
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Joint UBWE and UNMT Training

[J Our contribution
» We propose a joint UBWE and UNMT training method.

C(X) ; C(x) p—
X —v- Llencoder ———+{L1decoder | — Lautp' — X X —-. Llencoder | —— | L1decoder —--.'Lmto::-— X

c(Y Cc(Y
Y '—*.——*( ) L2encoder L2decoder | —( [ ) — Y Y ﬁ.——-( ) L2encoder ——|L2decoder | —— ([ — Y
~auto/ auty
M Y (X) —_— M Yo(X) e
X — previoss —— " |L2encoder ——— |L1decoder | —, th y oe— X X — povos — " |L2encoder *|Lldecoder | ——»/ th ) — X
masles (v, x4) ' — )
vz %3) e
: =7 ene, W,enc, dec, - :
- “’Jmn 2 X ipictt) EMB layer | G, D, “— | EMBlayer
EMBIayer _— @greeme)“_ | EMB Iayer 1
Laae
Xp(Y) Xp(Y) =
Y Prmm Liencoder L2decoder - th. » Y Yy — mh..f... Llencoder L2decoder | —— | .th — Y
model k .
(y) e
(x2,¥2) e BT
...... =" enc, W, enc, dec,
Xyict 1Y joiee) EMBIayer — > D, EMB layer
EMB Iayer —— @ugreemen | EMB layer | 1

B Laavy
(@) (b)

LUNM T = LDenoz’sz’ng + LBack-T ranslation
30



Joint UBWE and UNMT Training

O

Our contribution

» We propose a joint UBWE and UNMT training method.

C(X)

Llencoder

«—4l

——+{L1decoder

C(Y)
Y — ————»|L2encoder »|L2decoder
Y. (X
X —up,m“ —Ei- L2encoder ———|L1decoder
sacisie) (v, x4)
(v2, x3)

( Lpe )

(\f_|mct ' X |Din;)

EMBIayer _— @greemm —_— | EMB layer

Xp(Y)
Y _’mnug.., Llencoder| . |l2decoder| — thh.: « Y
model ki -
(x1,v1)
(X'n\"))
o (x|Dict| Y|Dm|) .
EMB Iayer — Qmemen — EMB layer

31

(a)

LUNM T~ LDenoz’sz’ng + LBack-T ranslation + LAgreement

C(x)

—4

—

Llencoder

—— | Lldecoder

L2encoder ——|L2decoder

M Yo(X) Ty
X — revios ———+ |L2encoder ———— leec:::der —( _‘_Zb; ) o— X
- " en W,enc, dec, -
EMB layer | G, D, ~ | EMBlayer
s
%00 Laary
Y "22“! Llencoder L2decoder | —— ( ' L_b i) —Y
model 5 = 2
=" enc, W, enc, dec,
EMBIayer —/G, = D ' EMB layer

(aD

(b)



Performance: Unsupervised Translation

80 26
@
=
2
& 24 5
o 60 53]
A~ 2
E - 22
=)

40

0 20 40 60 80 100 120 140
Epoch
Base-Fr-En UBWE accuracy —e— AR-Fr-En UBWE accuracy
~—4— AT-Fr-En UBWE accuracy - -= Base-Fr-En BLEU
- - AR-Fr-En BLEU - - AT-Fr-En BLEU

(a) Fr-En

32

UBWE Precision@1

60

40

20

- 15

BLEU

- 10

0 20 40 60 80 100 120 140

Epoch
Base-Ja-En UBWE accuracy —e— AR-Ja-En UBWE accuracy
~—4— AT-Ja-En UBWE accuracy Base-Ja-En BLEU
- - AR-Ja-En BLEU - - AT-Ja-En BLEU
(b) Ja-En



Performance: Unsupervised Translation

80 26 o
2 u B 5
2 60 E i &0 E
1.7, M
E ol - 22 2 B
=) ;/ i . =
40 d i 20
0 20 40 60 80 100 120 140 0 20 40 60 80 100 120 140
Epoch Epoch
(a) Fr-En (b) Ja-En
Method Fr-En En-Fr De-En En-De Ja-En En-Ja
Artetxe et al. [16] 15.56 15.13 n/a n/a n/a n/a
Lample et al. [17] 14.31 15.05 13.33 9.64 n/a n/a
Yang et al. [36] 15.58 16.97 14.62 10.86 n/a n/a
Lample et al. [19] 24.20 25.10 21.00 17.20 n/a n/a
UNMT-BWE Baseline 24.50 25.37 21.23 17.06 14.09 21.63
+ UBWE agreement regularization  25.21++  27.86++  22.38++ 18.04++ 16.36++ 23.01++
+ UBWE adversarial training 25.87++  28.38++  22.67++ 18.29++ 17.22++  23.64++

33 (Sun and Wang* et al. ACL-2019)



Performance: Unsupervised Translation

80 26 el
2 u B 5
E ¥ ~ | - 22 : B
D ;l/, . e D
40 d 20
0 20 40 60 80 100 120 140 0 20 40 60 80 100 120 140
Epoch Epoch
(2) Fr-En (b) Ja-En Distant language pair
Method Fr-En En-Fr De-En En-De Ja-En En-Ja
Artetxe et al. [16] 15.56 15.13 n/a n/a n/a n/a
Lample et al. [17] 14.31 15.05 13.33 9.64 n/a n/a
Yang et al. [36] 15.58 16.97 14.62 10.86 n/a n/a
Lample et al. [19] 24.20 25.10 21.00 17.20 n/a n/a
UNMT-BWE Baseline 24.50 25.37 21.23 17.06 14.09 21.63
+ UBWE agreement regularization  25.21++  27.86++  22.38++  18.04++| 16.36++ 23.01++
+ UBWE adversarial training 25.87++  28.38++  22.67++  18.29++| 17.22++  23.64++

34 (Sun and Wang* et al. ACL-2019)



What Is the Performance Now?

ACL 2019
FOURTH CONFERENCE ON
MACHINE TRANSLATION (WMT19)

August 1-2, 2019
Florence, Italy

Shared Task: Machine Translation of News

[HOME] [SCHEDULE] [PAPERS] [RESULTS]
TRANSLATION TASKS: [NEWS] [BIOMEDICAL] [ROBUSTNESS] [SIMILAR]
EVALUATION TASKS: [METRICS] [QUALITY ESTIMATION]

OTHER TASKS: [AUTOMATIC POST-EDITING] [PARALLEL CORPUS FILTERING]

system

MICT (Dstails}

Unsuperised.de-cs (Detals]

Imu-unsip-nmt-de-cs (Detais)

MICT (Dstais)

Unsupervised.de-cs (Details]

BICT (Details]

CUN-Unsupsnised (Detate)

agc oo



What Is the Performance Now?

[J Our system 1s the best in WMT-2019 and WMT-2020, the most important MT shared

task in the world.

[J Our system 1s comparable to the online commercial systems (in gray) which (may) uses

the parallel data.

German—Czech
Ave. Ave.z System
63.9 0.426 online-Y
62.7 0.386 online-B
61.4 0.367 NICT
59.8 0.319 online-G
55.7 0.179 NEU-KingSoft
54.4 0.134  online-A
478 —0.099 Imu-unsup-nmt
46.6 —0.165 CUNI-Unsupervised-NER-post
417 —0.328 Unsupervised-6929
39.1 —0.405 Unsupervised-6935
28.4 —0.807 CAIRE

[Benjamin and Wang* et al. WMT-2019]
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Very Low Resource Supervised MT

[0 If we added some parallel data to UNMT.

System Name DE-HSB | HSB-DE | citation

SJITU-NICT 60.7 58.5 (Li et al., 2020)
Helsinki-NLP 57.9 59.6 (Scherrer et al., 2020)
NRC-CNRC 57.3 58.9 (Knowles et al., 2020)
LMU-supervised-ensemble | 56.5 57.6 (Libovicky et al., 2020)
CUNI-Transfer 555 56.9 (Kvapilikova et al., 2020)
Brown-NLP-b 46.2 45.7 (Berckmann and Hiziroglu, 2020)
IITBHU-NLPRL-DE-HSB | 45.9 47.9 (Baruah et al., 2020)
Adobe-AMPS 45.2 47.6 (Singh, 2020)

UdS-DFKI 40.9 (Dutta et al., 2020)
HierarchicalTransformer 38.2 40.1

Table 4: Ten primary systems submitted to the Very Low Resource Task, sorted by DE-HSB BLEU score.

[Li, Zhao, and Wang et al. WMT-2020]
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Machine Reading Comprehension

[1 MRC: Give the accurate answer for a question according to a passage.

[1 Types
» Cloze-style
» Multi-choice
» Span-based
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Question Answering

The Core BranchRoisEomputer Science and
ArtificialSIntellioe : Dialogue Robots

Input Methods

* MRC Survey :

Zhuosheng Zhang, Hai Zhao, Rui Wang.2020. Machine Reading
Comprehension: The Role of Contextualized Language Models and
Beyond. arXiv:2005.06249.




MRC Task: Extractive

[0 Extractive MRC : SQuAD

» given passage and question, find the

accurate answer

» Answer — a span of the passage

Synthesis

&
(Feneration

Reasoning &
Inference

In meteorology, precipitation is any product
of the condensation of atmospheric water vapor
that falls under gravity. The main forms of pre-
cipitation include drizzle, rain, sleet, snow, grau
pel and hail/. Precipitation forms as_smaller
droplets codlesce via collision with _other rain
drops or ice crystals within a clodd. Short, in-
tense periods of rain in gcattefed locations are
called /showers” .

What causes precipitation to fall?
gravity

What is apsther main form of precipitation be-
sides drizzle, rain, /snow, sleet and hail?

graupel

Where do water droplets collide with ice crystals
to form precipitation?
within a cloud




(Sentence/Contextual) Encoder as a Standard Network Block

O

Word embeddings have changed NLP

O

However, sentence is the least unit that delivers complete meaning as human use language

O

Deep learning for NLP quickly found it is a frequent requirement on using a network component
encoding a sentence input.

» So that we have the Encoder for encoding the complete sentence-level Context

O

Encoder differs from sliding window input that it covers a full sentence.

O

It especially matters when we have to handle passages in MRC tasks, where passage always

consists of a lot of sentences (not words).

» When the model faces passages, sentence becomes the basic unit

» Usually building blocks for an encoder: RNN, especially LSTM



NLP and NLU Modeling

NLU =MRC + NLI
= NLU = MRC (Passage + Question = Answer)
= NLP (MT) = source language - target sentence

Pre-trained Language Model (PrLM) ﬁ Language

Passage+ Encoder
Question (PrLM) Decoder
(source 2017-now |
seq.) 11

End-to-end language understanding

ELMo, BERT, XL Net, ALBERT,
GPT, etc

Multi-choice
Answer, Extraction

e (target seq.)

UOT)RIOUAN)



From Language Models to Language Representation

[0 MRC and other application NLP need a full sentence encoder,
»  Deep contextual information is required in MRC

»  Word and sentence should be represented as embeddings.

[0 Model can be trained in a style of n-gram language model

[0  So that there comes the language representation (or, pre-trained contextualized language model) which includes
»  n-gram language model (training object), plus
»  Embedding (representation form), plus
»  Contextual encoder (model architecture)

—> The representation for each word depends on the entire context in which it is used, dynamic embedding.

One-hot Sliding- n-gram
window LMMMLE)
Embedding n-gram

sentence LM(MLE)
& extension



PrILM : Terms

O O O O

Working

Pre-trained Models X
» Hard to distinguish non-language models
Pre-trained Language Models \

» Hard to distinguish non contextualized methods, such as
word2vec/GloVe

Pre-trained Language Representation Models \

Pre-trained Language Models VA
Pre-trained Language Representation Models V
(pre—traine(LI\ language model)

Essential
characteristics of Embedding
language model form

mode
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n-gram Language Model (LM)

[0 An n-gram Language model is a probability distribution over word (n-gram) sequences
» P(“And nothing but the truth’) = 0.001
» P(“And nuts sing on the roof’) = 0

[0 How to compute P(“And nothing but the truth”):
» Decompose probability

P(“And nothing but the truth”)y= P(“And”) X P(“nothingland”) X P(“but|and nothing”) x P(“the|and nothing
but”) X P(“truth|and nothing but the”)

» Estimate probabilities: Get real text, and start counting!
P(“the | nothing but”) = C(“nothing but the)/ C(“nothing but”)

[0 n-gram LM can be regarded with a training objective of predicting unigram from (n-1)-gram
» Called autoregressive

[0 n-gram LM is with one-hot representation.



Neural Language Model

[0 Neural networks use continuous representations or embeddings of words to make their predictions.

[1 Alleviate the curse of dimensionality: as language models are trained on larger and larger texts, the
number of unique words increases.

0 Learn a probability distribution: P(W/|context) V€V

[0 The context might be a fixed-size window of previous words, so

P(W/|context) = P(W|W,,,..., W, )

[1 To train a model, minimize the negative log-probability (MLE, the same training objective as n-gram LM):

— Y log P(W, +|W)) as objective function.

NNLM, word2vec, GloVe ...



Distributional representations - Word2Vec

CBOW: "predicting the word given its context'

« generate one hot vectors (z(c™) ... gle=D gletl) ... zletm)) for the input context of size m

¢ get the embedded word vectors for the context (v; = Vz(?))

~ Vet Ve mpl+ = +V4m
e dverage these vectors to get = bk as

2m
e generate a score vector z = v

e turn the scores into probabilities: § = softmaz(z)
 we desire the generated probabilities 4 to match the true probabilities , which happens to be the one hot vector of
the actual word

Advantage: several times faster to train than the skip-gram, slightly better accuracy for the frequent words

3 owpuiyer  OKIP-gram: "predicting the context given a word"
We must learn W and W’ “

A Y
® generate one hot input vector

e get embedded word vectors for the context v, = Vz
e not averaging, just set V=V,

e generate 2m score vectors: Ug_m,.. using © = Uv,

Sy Ue—1sUet15 " s Uetm
e turn each of the scores into probabilities: y = softmaz(u)
T : ; e we desire the generated probability vector to match the true probabilities which is (¢ ™), ... gyle=1) gyletl) ... gletm) the

one hot vectors of the actual output
A Y

Advantage: works well with small amount of the training data, represents well even rare words or phrases



PrI.LM and MRC

SNLI GLUE SQuADI.1 SQuAD2.0 RACE CoQA
ELMo W A
GPT \
BERT A A A
ROBERT A A \ v
a
XLNet VA A A A
ALBERT A A VA VA

Complementarily Developing for

* MRC Boosts the development of
stimulates MRC



Pre-trained Language Model: New Paradigm in Machine Learning

!

: Task1 Task2
|
| Training Training
|
| | |
: Test Test
|
\
Past

Develop the individual model for each

task and finish both the training and test.

Individual
training

Pre-training

Central node

Fine- Fine-
mino/test mino/test
L\.&-LLLLLbI L% JL LWLLLLLb \S\ -2 e ) &
Task1
TaskN

Now

The central node completes the large-scale
pre-training of the general language model.
Other users borrow the existing pre-trained
model as the standard module for further fine-
tuning.

Centralized pre-training + individual fine-tuning

Extreme case: gpt3 directly makes generation prediction after pre-training, eliminating fine-tuning
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Elements of PrLMs

[0 Encoder Architecture
» RNN/Transformer/...
[0 Training Objective
» (Autoregressive / denoising) tasks

[0 Sampling (training) methods




Encoder Architecture for PrILMs

[0 RNN (LSTM)

» Capture the dependency between words. However, RNN is often difficult to train because of gradient

computation and low computing speed.

» The ability of learning long dependency is limited (experience shows that LSTM can only model 200 context

words on average).

0 Transformer V

>
>

>
>

Apply self-attention mechanism (SAN) for global processing.

Learn Three weight matrixes (query, key and value) at one time to capture the dependency between the parts
of the input sequence.

Multi layer network: each layer is composed of multi attention mechanism and feedforward network.

SAN can not directly capture the important position information in the sequence, so it adds position encoding
to the input, and uses sine function to generate position vector for each position.

0 Transformer-XL v from two improvements on :

>
>

Recurrence Mechanism

Relative Positional Encoding



Transtormer
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SHA-LSTM

O O

Stephen Merity.2019. Single Headed Attention RNN: Stop Thinking With
Your Head. https://arxiv.org/pdf/1911.11423

https://github.com/smerity/

It simplifies LSTM architecture and makes it more efficient

The 24-hour training of single GPU achieves comparable BPC
performance to that of transformer on envik8

Input
LN
v
LSTM —— h
| M
\ 2 v
LN LN
Qy ¢V
K) Attn
PE——
LN
—>» Boo
P€c<—
\ 4


https://arxiv.org/pdf/1911.11423
https://github.com/smerity/
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Training Objectives

[0 Language model is the largest machine learning task ever
[0 Where does the training corpus come from?

» The number of unmarked natural languages is almost unlimited;

» Automatic construction/ natural tagging in natural language;

» =>The biggest machine learning task

[0 The PrLLM is an automatic denoising encoder



Training Objectives

[0 Two ways to be autoregressive:

[1 Discriminative vs. Generative

» Discriminative: restore corrupted language on Encoder

» Generative: predict completed language on decoder

B D
S

Bidirectional

< Encoder >

FFffs
A_C_E

(a) Discriminative

ABCDE
RREE,

Autoregressive
Decoder

FErfs
<ssSABCD

>

(b) Generative



Training Objectives (En ) Unified PrLM

[0 Artificially changing different level units of natural language text
[0 =» Edit distance operation
» delete
» add delete Masking NSP
» Exchange replace
» replace add
Exchang XLNet ? SOP

[0 Two levels of language units : ©

> Word level

»  Sentence level * two types of training objectives :
* Direct prediction (others)

* Discriminant prediction (ELECTRA)
[0 Total 4 X2 X 2 = 16 specific training objectives
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BERT Training Objectives

* 80% of the time: Replace the word with the

[MASK] token, e.g., my dog is hairy —

my dog is [MASK]

% of the time: Replace the word with a
random word, €C.g.,my dog is hairy — my

[0 Task #1: Masked LM

»  replace the chosen words with [MASK]
then predict it

dog is

* 10% of the time: Keep the word un-
chungcd. €.2.,my dog is hairy — my dog

> Notalways replace the word with is hairy. The purpose of this is to bias the

[MASK] representation towards the actual observed
[0 Task #2: Next Sentence Prediction word.
»  [CLS] sentence A [SEP] sentence B
[SEP] Input = [cLs] the man went to [MASK] store [SEP]

he bought a gallon [MASK] milk [SEP]

»  50% of the time B is the actual next
BERT - Bidireli6sReeERaS dol 1 RWS A et A% fHm

the tlme lt iS a random sentence from Input = [CLS] the man [MASK] to the store [SEP]

JaCOb Dé%ﬁs)mﬁg_wel Chang, Kel’ltOIl Lee, penguin [MASK] are flight ##less birds [SEP]
Kristina Toutanova. 2019. BERT: Pre-training of e A

Deep Bidirectional Transformers for Language
Understanding. NAACL-HLT 2019.

Label = 1snext




XLNet Traming Objectives: Word Permutation

[0 Zhilin Yang, Zihang Dai, Yiming Yang, Jaime Carbonell, Ruslan Salakhutdinov, Quoc V. Le. 2019. XL Net:
Generalized Autoregressive Pretraining for Language Understanding, NeurIPS 2019.

[1 Objective: maximize the factorization order of the permutation language model, bi-direction training
» Using autoregressive mechanism to overcome the shortcomings of masked LM
» In the sentence, words are rearranged and reordered, and then further language model prediction is made

P e
C S o) el AN X A o * 13G: BooksCorpus +
/—T"Il M T s i o English Wikipedia
@ e @ @ , ) mm = « 16G: Giga5
© ? * 19G: ClueWeb 2012-B
Architecture: Two-Stream Self-Attention for target representation e 78G: Common Crawl

[0 Computation : 512 TPU v3, 500K steps, batch size = 2048, 2.5 days



ALBERT Traming Objectives: Sentence Permutation

[0 ZhenzhongLan, Mingda Chen, Sebastian Goodman, Kevin Gimpel, Piyush Sharma, Radu Soricut.
ALBERT: A Lite BERT for Self-supervised Learning of Language Representation./CLR 2020.

[0 Three improvements compared with the original BERT :

>

>

Adjust the dimension of input embedding (E) and hidden layer vector (H) to H > > E instead of E = H of original
BERT

Use parameter sharing among the intermediate layers, including all forward networks and attention weights

(greatly reducing model size)

Modity the sentence training objective (next sentence prediction) of BERT to sentence order prediction



Discrimination Rather than Direct Prediction: ELECTRA

[0 Kevin Clark, Minh-Thang Luong, Quoc V. Le, Christopher D. Manning. ELECTRA: Pre-training Text
Encoders as Discriminators Rather Than Generators. ICLR 2020.

sample

the —» [MASK] —>
chef — chef —> Generator

cooked —> [MASK] —>[ (typically a
the —» the —| small MLM)

meal — meal —>

-->» the —>»
chef —>
-->» ate —>
the —>
meal —

[0 Adversarial generative training (GAN)
[0 Replaced token detection

Discriminator
(ELECTRA)

—> original
—> original
—> replaced
—> original
—> original




ELLECTRA Performance

Model Train FLOPs CoLA SST MRPC STS QQP MNLI QNLI RTE WNLI Avg.* Score

BERT 1.9e20 (0.06x) 60.5 949 854 86.5 893 86.7 927 70.1 65.1 79.8 80.5

RoBERTa 3.2e21 (1.02x) 67.8 96.7 89.8 919 90.2 90.8 954 882 89.0 88.1 &88.1 GLUE
ALBERT  3.1e22 (10x) 69.1 97.1 91.2 92.0 905 913 - 89.2 91.8 89.0 -

XLNet 3.9e21 (1.26x) 70.2 97.1 90.5 92.6 904 909 - 88.5 925 89.1 -

ELECTRA 3.1e2l (1x) 71.7  97.1 90.7 925 908 913 958 898 925 895 894

SQuAD 1.1 dev  SQuAD 2.0dev  SQuAD 2.0 test

Model Train FLOPs Params EM B EM F EM =
BERT-Base 6.4¢19 (0.09x) 110M 80.8 88.5 - — — -
BERT 1.9e20 (0.27x) 335M 84.1 90.9 79.0 81.8 80.0 83.0
SpanBERT 7.1e20 (1x) 335M 88.8 94.6 85.7 88.7 85.7 88.7
XLNet-Base 6.6e19 (0.09x) 117M 81.3 — 78.5 - — —
XLNet 3.9¢21 (5.4x) 360M 89.7 95.1 87.9 90.6 879  90.7 MRC
RoBERTa-100K 6.4¢20 (0.90x) 356M - 94.0 - 87.7 — -
RoBERTa-500K 3.2e21 (4.5x) 356M 88.9 94.6 86.5 89.4 86.8 89.8
ALBERT 3.1e22 (44x) 235M 89.3 94.8 87.4 90.2 88.1  90.9
BERT (ours) 7.1e20 (1x) 335M 88.0 93.7 84.7 87.5 — -
ELECTRA-Base 6.4¢19 (0.09x) 110M 84.5 90.8 80.5 83.3 — —

ELECTRA-400K 7.1e20 (1x) 335M 88.7 94.2 86.9 89.6 - -
ELECTRA-1.75M 3.1e21 (4.4x) 335M 89.7 94.9 88.0 90.6 88.7 914
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GPT-1

GPT-1: Alec Radford, Karthik Narasimhan, Tim Salimans, Ilya Sutskever. 2018.
Improving Language Understanding by Generative Pre-Training.

[0 Generative pre-training of language models on Books Corpus

[0 Discriminative fine-tuningon specific tasks

[0 Use Transformer
Text Task

inStea d o f LSTM as EnCO deI' Prediction | Classifier Classification ‘ Start | Text | Extract H—-{ Transformer |——| Linear l

> GPT—I . 12 layers T Entailment ‘ Start | Premise | Delim | Hypothesis | Extract |_+| Transformer |——| Linear |

Layer Norm

> GPT_2 : 48 layers $ .................................................................................................................................................................................................

Start Text 1 Deli Text 2 Extract Transformer
> GPT-3: 96 layers Feed io erd Similarity | san | | oo | | |:+| )
12x = ’ Start | Text 2 | Delim | Text 1 | Extract |*| Transformer
Layer Norm S ..,_
A -
Mask‘(; e ‘ Start | Context | Delim | Answer 1 | Extract |+| Transformer H Linear
Self Attention -
A

Multiple Choice[ Start | Context | Delim | Answer 2 |Extrac1 |:.| Transformer |-.| Linear

Text & Position Embed ‘ Start | Context | Delim | Answer N |Extrac1 |—-1 Transformer |—-| Linear




GPT-2

GPT-2: Alec Radford, Jeffrey Wu, Rewon Child, David Luan, Dario Amodei,
Ilya Sutskever. 2019. Language Models are Unsupervised Multitask Learners

* Follow GPT single directional Transformer
* Abandon fine-tuning process
* More data (8 million webpages, 40G data)

* More parameters (12layers->48 layers, hiddendimensions1600, about1.5
billion parameters)

117M Parameters 345M Parameters 762M Parameters 1,542M Parameters




GPT-3

GPT-3: Brown, Tom B., et al. 2019. GPT-3: Language Models are Few-Shot
Learners

Input Prompt: Recite the first law of robotics

* Increase parameters to 175 billion

 Use 45TB data

* Solve tasks with less domain data and no fine tuning

A robot may not injure a human
being or, through inaction,

Output: allow a human being to
come to harm.
IEU_
Model Name Nparams  Mlayers dmodcl Tlheads dhead Batch Size Leaming Rate 160
GPT-3 Small 125M 12 768 12 64 0.5M 6.0 x 10~* .
GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0x10™* e
GPT-3 Large 760M 24 1536 16 96 0.5M 2.5 x 1071 g
GPT-3 XL 1.3B 24 2048 24 128 1M 2.0 x 1074 E =
GPT-3 2.7B 2.7B 32 2560 32 80 1M 1.6 x 1074 & o
GPT-3 6.7B 6.7B 32 4096 32 128 M 1.2 x 1074 .
GPT-3 13B 130B 40 5140 40 128 M 1.0 x 104 Y e e o 8 B

)

GPT-3 175B or “GPT-3” 175.0B 96 12288 96 128 3.2M 0.6 x 104

BERT RoBERTa GPT-2 TS5 Turing LG~ GPT-3
Model




Neglected Training Objective: Adding

[1 Effective negative sampling
» My dogis hairy.
= My dog is Trump hairy.
[1 Invalid negative sampling (positive example)
» My dogis hairy
- My dogis too hairy.

Positive example dilemma of noising sampling?

delete

Masking NSP
replace

add ? ?
exchange XLNet ? SOP
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BART: Denoising Sequence-to-Sequence Pre-training

O 0O

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan Ghazvininejad, Abdelrahman Mohamed, Omer Levy, Ves
Stoyanov, Luke Zettlemoyer . BART: Denoising Sequence-to-Sequence Pre-training for Natural Language

Generation, Translation, and Comprehension. ACL-2020.

Architecture: Transformer-based Encoder-Decoder, both discriminative and generative training

Training criteria:
®  Corrupt text with an arbitrary noising function

® Learn a model to reconstruct the original text.

B D

ABCDE
REEE:

Bidirectional Autoregressive
<_Encoder Decoder

L

Fi Frrft
A_C_E <ssSABCD

(a) Discriminative (BERT)  (b) Generative (GPT)

ABCDE
£ 4144
Bidirectional |::> Autoregressive

< Encoder > Decoder >
Frrft Tt
A_B_E <s>SABCD

(c) Discriminative + Generative (BART)



BART: Pre-training

[0 Corrupting and optimizing a reconstruction loss

Token Masking
Token Deletion

Text Infilling
Sentence Permutation

Document Rotation

(AGC._E.) (DE.ABC.) (C.DE.AB)

Token Masking  Sentence Permutation Document Rotation

U
(A.c.E. )y (aBc.DE.) <O (A_.D_E.)

Token Deletion Text Infilling




BART: Fine-tuning

[0 Classification: the same input is fed into the encoder and decoder

[0 Machine translation: a small additional encoder that replaces the word embeddings in BART
O

Trains the new encoder to map foreign words into an input that BART can de-noise to English.

(a) Classification

label
A
Pre-trained I:> Pre-trained
Encoder Decoder -
FEffe Frfffs
ABCDE <s>SABCDE

ABCDE
AR

Pre-trained |:> Pre-trained
Encoder Decoder >
[ EEE R Fried
Randomly <s>ABCD

Initialized Encoder

EEEE
a By o e

(b) Machine Translation



BART Performance: Generation Tasks

[0 Performance of pre-training methods varies significantly across tasks
[0 Token masking is crucial

[0 Left-to-right pre-training improves generation

Model SQuAD 1.1 MNLI ELIS XSum ConvAlI2 CNN/DM
F1 Acc PPL PPL PPL PPL
BERT Base (Devlin et al., 2019) 88.5 84.3 - - - -
Masked Language Model 90.0 83.5 2477 7.87 12.59 7.06
Masked Seq2seq 87.0 82.1 2340 6.80 11.43 6.19
Language Model 76.7 80.1 21.40 7.00 11.51 6.56
Permuted Language Model 89.1 83.7 24.03 7.69 12.23 6.96
Multitask Masked Language Model 89.2 824  23.73 7.50 12.39 6.74
BART Base
w/ Token Masking 90.4 84.1 25.05 7.08 11.73 6.10
w/ Token Deletion 90.4 84.1 2461 6.90 11.46 5.87
w/ Text Infilling 90.8 84.0 24.26 6.61 11.05 5.83
w/ Document Rotation 77.2 753 53.69 17.14 19.87 10.59
w/ Sentence Shuffling 85.4 81.5 4187 1093 16.67 7.89

w/ Text Infilling + Sentence Shuffling 90.8 83.8  24.17 6.62 11.12 541




BART Performance: Discriminative Tasks

[0 MRC and NLI Tasks

SQuAD1.1 SQuAD2.0 MNLI SST QQP QNLI STS-B RTE MRPC CoLA

EM/F1 EM/F1 m/mm Acc Acc Acc Acc Acc Acc Mcc
BERT 84.1/909  79.0/81.8 86.6/- 932 913 923 900 704 880 606
UniLM - 80.5/83.4 87.0/859 945 - 92.7 ; 70.9 - 61.1
XLNet 89.0/945  86.1/38.8 89.8/- 956 918 939 918 838 892  63.6
RoBERT2  88.9/94.6  86.5/89.4 90.2/902 964 922 947 924 866 909  68.0
BART 88.8/94.6  86.1/89.2 89.9/90.1 96.6 925 949 912 870 904  62.8
[0 Summarization O Dialogue
ConvAI2
Valid F1  Valid PPL
CNN/DailyMail XSum Seq2Seq + Attention 16.02 35.07
R1 R2 RL R1 R2 RL Best System 19.09 17.51
Lead-3 4042 1762 3667 1630 160 1195 BART 2072 1185
PTGEN (See et al., 2017) 3644 1566 3342 2970 921 2324 O  Translati
PTGEN+COV (See et al., 2017) 3953 1728 3638 28.10 8.02 21.72 ransiation
UniLM 4333 2021 4051 - _ ] RO-EN
BERTSUMABS (Liu & Lapata, 2019) 4172 1939 3876 3876 1633 31.15
BERTSUMEXTABS (Liu & Lapata, 2019) 42.13 19.60 39.18 3881 1650 3127 Baseline 36.80
BART 4416 2128 4090 4514 2227 3725 Fixed BART  36.29

Tuned BART 37.96
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Tokenization and Masking Units

[0 Embedding representation unit
> character  ELMo
> subword \ BERT ...
» word X

[0 Masking unit

» Subword

» Span
» Knowledge item
>

Statistical unit




ELMo

[0 ELMo - Embeddings from Language Models

»  Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt Gardner, Christopher Clark, Kenton Lee, Luke Zettlemoyer. 2018. Deep
contextualized word representations. NAACL 2018.

[0 Contextual: The representation for each word depends on the entire context in which it is used, dynamic embedding.
[0 Big corpus: 1.8 Billion, 1 Billion Word Benchmark and 800M tokens of news crawl data from WMT 2011.
[0 Objective function: minimize the negative log likelihood:
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ELMo: Performance

[0 Better word representation: play, GloVe vs. biLM

GloVe

play

playing, game, games, played., players, plays, player,
Play, football, multiplayer

bilLM

[0 For downstream tasks (SQuADI1.1)

Chico Ruiz made a spec-
tacular play on Alusik ’s
grounder {.. .}

Kieffer ., the only junior in the group ., was commended
for his ability to hit in the clutch , as well as his all-round
excellent play .

Olivia  De  Havilland
signed to do a Broadway
play for Garson {. ..}

{... } they were actors who had been handed fat roles in
a successful play . and had talent enough to fill the roles
competently , with nice understatement .

INCREASE

TASK | PREVIOUS SOTA (B):ql:BLINE E:“Sfl‘j:E (ABSOLUTE/

o ] RELATIVE)
SQUAD | Liuetal. (2017) 84.4 |[[RT.1 83.8 A7724.9% |
SNLI Chen et al. (2017) 88.6 || 88.0 88.7+0.17  0.7/5.8%
SRL He et al. (2017) 81.7 | 81.4 84.6 3.2/17.2%
Coref | Leeetal. (2017) 67.2 || 67.2 70.4 3.2/9.8%
NER Peters et al. (2017) 91.93 4+ 0.19 || 90.15 92.22+0.10 2.06/21%
SST-5 | McCann et al. (2017) 537 || 51.4 547 +0.5 3.3/6.8%



Subword ELLMo

[0 Jiangtong Li, Hai Zhao, Zuchao Li, Wei Bi,
Xiaojiang Liu. 2019. Subword ELMo.
arXiv:1909.08357.

[0 ELMo : character embedding as model input
[0 SubELMo: takes subword as model input

When changing the subwords in the right
Figure into characters, the model becomes
ELMo.

Bi-LSTM
Language
Model

Highway
Network

Convolution
Net with
Max-Pool

Word
Segmenation

discriminator E{_?]._E_‘!_E_I:l_l_l_ll_l:l?_%j the
T b L
@T’M Cell)«— > @TM @ — @STM C@
5 5 .
t S
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X (000000000 ||@-sum
1 - 51g111019,
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Subword ELMo — Results

Downstream Tasks:

O Syntactic Dependency Parsing (SDP)
Semantic Role Labeling (SRL)

O
O Implicit Discourse Relation Recognition (IDRR)
O

Textual Entailment (TE)

Training curve

Word disambiguation

Acc

Training Epoch

Model

F1 score

WordNet 1st Sense Baseline
Raganato et al. (2017)
[acobacci et al. (2016)

65.9
69.9
70.1

ELMo
ESulLMo

69.0
69.6

Tasks SDP SRL IDRR TE
SOTA(Single Model) [96.35 (2018) 90.4 (2019) 48.22 (2018) 91.1 (2019)
Our Baseline 95.83(2017) 89.6 (2018) 47.03 (2018) 88.0 (2016)
ELMo Char(86) |96.45 90.0 48.22 88.7
BPE(500) [96.65T 90.5F 48.99F 89.5F
BPE(1000) |96.62T 90471 49.07F 89.4+
ESul. Mo BPE(2000) (96.54 9047 483.887T 89.2
ULM(500) [96.55 002+ 48.73F 89.11
ULM(1000)|96.51 90.0 48.32 88.9
ULM(2000)|96.44 90.0 48.35 88.7
Model PPL #Params
BIG G-LSTM-2 (2017) 36 -
BIG LSTM Char (2016) 30.0 1.8B
ELMo! Char (2018) 29.3(39.9) 1.94B
BPE. 500  27.6(40.3) 1.95B
BPE.1000 28.1(42.9) 1.96B
BPE.2000 28.6(44.4) 1.96B
ESuLMo Sub 151 M500  28.9(43.8) 1.95B
ULM.,1000 30.7(44.1) 1.96B
ULM.,2000 31.5(50.4) 1.96B

Best number of subwords



BERTywy g SPAnBERT

[0 BERTy, ) : whole word masking

[0 MandarJoshi, Dangi Chen, Yinhan Liu, Daniel S. Weld, Luke

Zettlemoyer, Omer Levy. 2020. SpanBERT: Improving Pre-training by
Representing and Predicting Spans. TACL.

[0 Random masking continuous text fragments

[0 span boundary objective

L(football) = Ly,m(football) + Lgpo (football)

= —log P(football | x7) — log P(football | x4, X9, pP3)

1 2 3 4
an American football game
bt ot %

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12
t t t t t t t t t t t 1
Transformer Encoder
t ottt t t t t t t
Super | | Bowl 50 was [MASK]| |[MASK]| |[MASK]| |[MASK] to determine | [ the champion




Masking knowledge item: ERNIE

[0 Yu Sun, Shuohuan Wang, Yukun Li, Shikun Feng, Xuyi Chen, Han Zhang, Xin Tian, Danxiang Zhu, Hao
Tian, Hua Wu. 2019. ERNIE: Enhanced Representation through Knowledge Integration. ACL 2020.

[0 Enhancedmasking : entity level + phrase level

BERT
o

Transformer

ERNIE
N 3 KR

Transformer

I (T 2 O (I (e

Basic-level Masking [mask] Potter is a  series [mask] fantasy novels [mask] by British author ). [mask] Rowling
Entity-level Masking Harry Potter is a series [mask] fantasy novels [mask] by British author [mask] [mask] [mask]

Phrase-level Masking Harry Potter is [mask] [mask] [mask] fantasy novels [mask] by British author [mask] [mask] [mask]



Masking Statistically Meaningful Units: BURT

[ Yian Li and Hai Zhao. 2020. BURT: BERT-inspired Universal Representation from
Learning Meaningful Segmen’, under review of TPAMI-2021

[1 Construct the same dimension embedded representation for words, sentences and phrases

[1 All n-gram scores were calculated according to PMI, only high-value n-gram scores

were masked.



Comparison of PrLMs

ELMo n-gram LM
GPT n-gram LM
BERT next sentence Pred;
Masked LM v1e et
ALBERT sentence order 10n
XLNet permuted n-
gram LM
Electra Masked LM Discrimi-
nation

bi-direction RNN Char
uni-direction
bi-direction Transformer
bi-direction Subword
bi-direction Transformer-

XL
bi-direction Transformer

* Training corpus size :

 GPT 3.0, 2.0/XLNet \/

Training direction (uni->bi-directional) :

 GPT - BERT \/
Sentence-level training objective

 XLNet X vs. BERT/ALBERT \/
Optimization : ROBERTa/ALBERT \/

e Input form : Character vs. subword

* ELMo vs. BERT .. \/
* Deep context

e BERT vs. SesmBERT \/

 (More effective for inference tasks)
* Discriminative vs generative training :

 BERT vs. ELECTRA \/
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Use of PrLLMs

[.  Directly use the output embedding
» Conventional language processing tasks, such as syntax and semantic analysis tasks
II. Fine-tuning

» The PrLLM itself is integrated into the system as a module and continues to train according to the target
task

» Typical examples are machine-reading comprehension task MRC

III. Multi-task
» LIMIT-BERT

IV. New paradi
paradigin +  Zuchao Li, Hai Zhao, Kevin Parnow. 2020. Global

Not just pre-training + fine-tuning? Greedy Dependency Parsing, AAAI-2020.
* https://arxiv.org/abs/1911.08673v3
Using fine-tuning in linguistic tasks



https://arxiv.org/abs/1911.08673v3

LIMIT-BERT

[0 Junru Zhou, Zhuosheng Zhang, Hai Zhao*, and Shuailiang Zhang. 2020. LIMIT-BERT : Linguistics
Informed Multi-Task BERT. EMNLP 2020. ACL Findings.

[0 Multi task learning: it combines multi task training and semi supervised training to improve the
modeling performance of language model from the perspective of computational linguistics.

[0 Mask strategy: a mask strategy based on syntactic and semantic role annotation is proposed

(1,9
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Federal Paper|Board|sells|paper|and wood|products. | /\\ NG 9

] 'oNp e N VBZ (5.8)
A2 | Federal Paper Bﬂafdf Se4s %
Al A 2 3
AD - % NN CC NN NNS

—————— paper and wood products
5 6 7 8

Span and Dependency SRL

Constituent Syntactic Tree

federal paper board [MASK| paper and wood [MASK] . [MASK] [MASK] [MASK] sells paper and wood products .

(a) Semantic Phrase Masking. (b) Syntactic Phrase Masking.



LIMIT-BERT Framework

MASK Strategy
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[SEP]
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[SEP]
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LIMIT-BERT Performance

UAS LAS
Dozat and Manning (2017) 9574 94.08 System WSJ Brown
Ma et al. (2018) 95.87 94.19 P R Fl P R Fl
Jietal. (2019) 9597 94.31
Fernandez-Gonzalez and Gémez-Rodriguez (2019)  96.04  94.43 End-to-end Span SRL
Liu et al. (2019a) 96.09 95.03 He et al. (2018a) 81.2 839 825 697 719 708
Zhou and Zhao (2019)(BERT) 97.00  95.43 He et al. (2018a)(ELMo) 848 872 860 739 784 76.1
Zhou et al. (2019)(BERT) 96.90 95.32 Lietal. (2019)(ELMo) 85.2 87.5 86.3 74.7 78.1 76.4
Zhou et al. (2019)(XLNet) 07.23  95.65 Strubell et al. (2018)(ELMo) 87.13 86.67 8690 79.02 77.49 78.25
Baseline (BERTwwm) 96.89 95.22 Zhou et al. (2019)(BERT) 86.46 88.23 8734 77.26 80.20 78.70
Our LIMIT-BERT 96.94  95.30 Zhou et al. (2019)(XLNet) 87.48 8951 8848 80.46 8415 82.206
Our LIMIT‘BERTT 97.14 9544 Baseline (BERTwwm) 86.48 B8B8.59 8752 794 8268 81.01
. . : Ours LIMIT-BERT 86.62 89.12 87.85 79.58 83.05 81.28
SyntaCtlc and SemantchRanalzl)Sls taF?kS Ours LIMIT-BERTY 87.16 88.51 87.83 79.20 80.29 79.74
End-to-end Dependency SRL
Gaddy et al. (2018) 91.76 92.41 02.08 Lictal. (2019;) ’ i ) k5.1 ) i )
K@taev and Klein (2018)(ELMo) 9485 9540 95.13 He et al. (2018b) 839 827 833 _ B} _
Kitaev et al. (2019)(BERT) 9546 95.73  95.59 Cai et al. (2018) 847 852 850 - - 72.5
Zhou and Zhao (2019)(BERT) 95770 95.98 95.84 Li et al. (2019)(ELMo) 845 86.1 853 746 738 742
Zhou et al. (2019)(BERT) 9539 9564 9552 Zhou et al. (2019)(BERT) 86.77 89.14 87.94 7971 8240 81.03
Zhou et al. (2019)(XLNet) 96.10 06.26 06.18 Zhou et al. (2019)(XLNet) 86.35 90.16 8821 80.90 85.38 83.08
Baseline (BERTWWM) 95.59 05.86 95.72 Baseline (BERTwwwm) 85.13 89.21 87.12 79.05 8395 81.43
Our LIMIT-BERT 9567 9592  95.80 Ours LIMIT-BERT 85.84 90.01 87.87 79.50 8485 82.09
Our LMIT—BERTT 95.72 95.96 95.84 Ours LIMIT-BERT} 8573 89.34 87.50 79.60 82.81 81.17
Model CoLA SST-2  MRPC STS-B QQP MNLI QNLI RIE Score Model Dev Test
(mc) (acc) (Fl/acc) (pe/sc) (acc/F1)  m/mm(acc)  (acc)  (acc) = DRCN (Kim et al., 2018) - 90.1
BERT 60.6  93.2 D(}‘é g(]é resuis E} E""”"”"ST’Z; /86.6 923 704  84.0 SIRC (Zhang et al., 2019) p 1.3
MT-DNN 635 943 O010RZ.5 90.7/90.6 91.9/892 87.1867 929 834 - MT-DNN (Liu et al,, 2019b) 922 91.6
ELECTRA 693 960 /906 -/92.1 92.4/- 905 945 868  89.0 SemBERT (Zhang et al., 2020a) 92.: 91.6
Bascline (BERTwww)  63.6  93.6  U0.8/87.0 90.5/902 OL.7/888 87.4/87.2 930 773 856 Baseline (BERTww) 91.7 91.4
LIMIT-BERT 64.0 940 9400917 91.5091.3 91.6/88.6 87.4/87.3 935 852 873 LIMIT-BERT 92.3 91.7
Test set results for models with standard single-task finetuning
BIiLSTM+ELMo+Attn ~ 36.0  90.4  84.9/77.9 75.1/733 64.8/847  76.4/76.1 g 56.8 705
BERT 60.5 949 893/854 87.6/8.5 72.1/893  86.7/859 927 701 805
MT-DNN 62.5 956 91.1/882 89.5/88.8 72.7/89.6  86.7/86.0 931 814 827
SemBERT 623 946 91.2/88.3 87.8/86.7 72.8/898 87.6/863 946 845 829

LIMIT-BERT 62.5 945 90.9/88.0 90.3/89.7 71.9/89.5  87.1/86.2 94.0 83:6 83:3
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Post-training

0  Junlong Li, Zhuosheng Zhang, Hai Zhao, Xi

4— ’ Zhou, Xiang Zhou. 2020. Task-specific

Objectives of Pre-trained Language Models for

/ — /' Dialogue Adaptation. arXiv: 2009.04984. ACL-
2

21 review
— ' — 3
. . [0  Dialogue-Adaptive Pre-training Objective
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training objective
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New Paradigm. New Performance

(take dialogue as an example)

Model MuTual MuTual?!" Model DREAM
R@1 R@2 MRR R@1 R@2 MRR Dev  Test
In Paper (Cui et al. 2020) In LeaderBoard . . .
Dual LSTM 0266 0528 0538 0266 0528 0538  BERT 60 665 L ngh-pfeCISIOIl Q&A and
SMN 0274 0524 0575 0274 0524 0575  XLNet - 72.0
DAM 0239 0463 0575 0239 0463 0575 RoBERTa 854  85.0 r n lection
BERT 0.657 0867 0.803 0657 0.867 0803 MMM 88.0  88.9 esponse selectio
RoBERTa 0695 0878 0.824 0695 0878 0824  ALBERT 89.2 885
BERT-MC 0661 0871 0806 0661 0871 0806 DUMA 89.3 904
RoBERTa-MC 0.693 0887 0825 0693 0.887 0825 DUMA+Multi-Task Learning 919 918
Our Implementation
ELLECTRA 0.887 0.969 0.938 0.826 0.949 0.903 ELECTRA R7.4 874
ELECTRA-DAPO 0.907 0976 0949 0827 0962 0907 ELECTRA-DAPO 88.0 877

Table 2: Results on MuTual, MuTual?**, and DREAM datasets. Scores in bold are the current state-of-the-art. The results of
MuTual and MuTual”™# are for dev set since there is no answer label provided in the test set, we will report the test results
after obtaining the numbers from the leaderboard holder.

Model DailyDialog PERSONA-CHAT [0  Response quality closer to human
Dev Test Dev Test
Pearson Spearman Pearson Spearman Pearson Spearman Pearson Spearman leVel
Our Re-running
BLEU 0.32 0.141 0.31 0.25 0.35 0.31 0.36 0.35
ROUGE 0.34 0.22 0.33 0.26 0.36 0.40 0.32 0.43
METEOR 0.37 0.33 0.33 0.27 0.37 0.48 0.34 0.49
BERTScore 0.38 0.31 0.37 0.39 0.40 0.49 0.41 0.42
ADEM 0.28 0.28 0.42 0.45 0.26 0.24 0.25 0.28
RUBER 0.181 0.151 0.36 0.30 0.33 0.34 0.38 0.35
RoBERTa-eval 0.68 0.71 0.62 0.63 0.72 0.75 0.76 0.77
Our Implementation
ELECTRA 0.47 0.50 0.45 046 0.44 0.46 0.52 0.52
ELECTRA-DAPO 0.73 0.71 0.71 0.72 0.74 0.70 0.71 0.74

Table 3: Pearson and Spearman correlation with human judgements of overall quality on DailyDialog and PERSONA-CHAT
datasets. All values that are not statistically significant (p-value > 0.05) are marked by . Scores in bold are the current state-of-
the-art. Following (Zhao, Lala, and Kawahara 2020), we divide the two datasets into train/dev/test set randomly with the ratio
0.8:0.1:0.1, and re-run baselines.
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Cross-Lingual LM Pre-training

[0 Large-scale masked cross-lingual language model.

Masked Language .
Modeling (MLM) ‘ en-fr fr-en ‘ en-de de-en | en-ro ro-en
| Transformer | Previous state-of-the-art - Lample et al. (2018b)
Token * * 4 i A A 4 NMT 25.1 242 | 172 21.0 | 21.2 194
S [#1] [ (o] [oa] o] [on] (o] [ (] foss] ] (o] e Bl uz)\172 20|22 194
e, [0 00 [ (o] O (2] [o] 0] Ce o] Ged G PBSMTeNMT |26 277 |02 252 [ 251 239
+ + + + + + + + + + + + : TP T :
';;nlf’e”dadﬁ’ﬁgs | - | | - ‘ ‘ - ‘ | - | | - ‘ ‘ - ‘ | - | | - ‘ ‘ - | | - | | - ‘ | - | Qur results for different encoder and decoder initializations
EMB EMB 204 294 | 213 273 | 275 26.6
i : - - 13.0 15.8 6.7 153 | 189 18.3
E::::ﬂ;oatar;guage - CLM 25.3 264 | 19.2 26.0 | 25.7 24.6
- MLM | 292 29.1 | 21.6 286 | 28.2 27.3
| Trenstormer ' CLM 2987 282 | 244 303 | 202 28.0
A A A A A A A A A A A A i ' ’ ’ ' ' ’
oken [ ] [e | [was] [mas] [owe| [0 ] [0s1 | [wasa] [iocaws| [etaon] [wasa] [0 | CIM  CLM | 304 300 | 227 305 | 290 27.8
embeddings " " " " " " " " " " " " CLM MLM | 323 316 | 243 325 | 316 29.8
et o] [0 [ [ 00 0 [ 00 0 = 0 & MM - 816 3210270 332 | 318 305
+ + + + + + + + + + + + MIM CLM |33.4 323 | 249 329 | 31.7 304
nguge o] [on] [on] [on] [on] (o] (o] ] o] (o] o] (o] MLM MLM | 33.4 33.3 | 264 343 |33.3 318

[Lample et al. NeurIPS-2019]
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Multi-Lingual Unsupervised Translation

[1 Challenge

» There are many language families and groups in the world.

» The language within certain language families can help each other.
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Bilingual & Multi-Lingual Translation




Multi-Lingual Pre-Trained Language Model

[1 MASS

Attention
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Performance

Method | Setting | en-fr fr-en | en-de de-en | en-ro ro-en
Artetxe et al. (2017) 2-layer RNN 1513 15.56 6.89 10.16 - -
Lample et al. (2017) 3-layer RNN 15.05 14.31 9.75 13.33 - -
Yang et al. (2018) 4-layer Transformer | 16.97 15.58 | 10.86 14.62 - -
Lample et al. (2018) 4-layer Transformer | 25.14 24.18 | 17.16 21.00 | 21.18 19.44
XLM (Lample & Conneau, 2019) | 6-layer Transformer | 33.40 33.30 | 27.00 34.30 | 3330 31.80
MASS | 6-layer Transformer | 37.50 34.90 | 2830 35.20 | 3520 33.10

Table 2. The BLEU score comparisons between MASS and the previous works on unsupervised NMT. Results on en-fr and fr-en pairs are
reported on newstest2014 and the others are on newstest2016. Since XLLM uses different combinations of MLM and CLM in the encoder

and decoder, we report the highest BLEU score for XLLM on each language pair.
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Multi-Lingual Pre-Tramned Language Model

[0 mBART

Who am | ? </s> Where did | come from ? </s> <En> (L2 </s><da>

Where did __ from ? </s>Who __ | __ </s> <En> <En>Who am | ? </s> Where did | come from ? </s> Who am | ? </s> <En> <Ja>Fh (T 3?7 </s>

FRL» & . </s> Gz AR . </s> <Ja> Well then . </s> See you tomortow .</s> <En>

_ BB . </s>%Fh _</s> <Ja> <Ja>ZEN U» & . </s> B BBB . </s> ZFh U» &, </s> B BBH . </s><Ja> <En> Well then . </s> See you tomorrow .</s>

Multilingual Denoising Pre-Training (mBART) Fine-tuning on Machine Translation
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Performance

Code Language Tokens/M  Size/GB
En English 55608 300.8
Ru Russian 23408 278.0
Vi Vietnamese 24757 137.3
Ja Japanese 530 (*) 69.3
De German 10297 66.6
Ro Romanian 10354 61.4
Fr French 9780 56.8
Fi Finnish 6730 54.3
Ko Korean 5644 54.2
Es Spanish 9374 53.3
Zh Chinese (Sim) 259 (%) 46.9
It Italian 4983 30.2
NI Dutch 5025 29.3
Ar Arabic 2869 28.0
Tr Turkish 2736 20.9
Hi Hindi 1715 20.2
Cs Czech 2498 16.3
Lt Lithuanian 1835 13.7
Lv Latvian 1198 8.8
Kk Kazakh 476 6.4
Et Estonian 843 6.1
Ne Nepali 237 3.8
Si Sinhala 243 3.6
Gu Gujarati 140 1.9
My Burmese 56 1.6

En-De En-Ne En-Si
— — e
Random 210 172 0.0 0.0 0.0 0.0
XLM (2019) 343 264 0.5 0.1 0.1 0.1
MASS (2019) 35.2 283 - - - -
mBART 340 298 100 44 8.2 3.9

Table 7: Unsupervised MT via BT between

dis-similar languages.

Domain

Fine-tuning Languages
Zh Ja Ko Cs Ro Nl It Ar
News TED TED News News TED TED TED

Hi Ne Si Gu
News Wiki Wiki Wiki

Table 1: Languages and Statistics of the CC25 Cor-
pus. A list of 25 languages ranked with monolingual
corpus size. Throughout this paper, we replace the lan-
guage names with their ISO codes for simplicity. (*)
Chinese and Japanese corpus are not segmented, so the

tokens counts here are sentences counts

Testing Languages

Zh
Ja
Ko
Cs
Ro
N1
It
Ar
Hi
Ne
Si
Gu

8.8 9.2 2.8 7.8 70 6.8 6.2
122 09 4.8 64 5.1 5.6
57 8.5 9.5 9.1 8.7

9.9

58 169

9.3 151 172 195 170 167 169
162 187 179 23.0 223 216 226
144 304 323 212 270 341 310
169 258 278 171 234 302 30.6

58 155 128 127 12.0 147 147

32 10.1 99 5.8 6.7 6.1 5.0 7.6
2.1 6.7 6.5 5.0 4.3 30 22 5.2
5.0 5.7 3.8 3.8 1.3 09 05 35
8.2 8.5 4.7 54 35 2.1 0.0 6.2

7.2 42 5.9 0.0
4.7 42 6.5 0.0
9.6 88 11.1 00
132 151 164 00
164 185 221 0.0
246 233 273 00
201 185 232 00
11.6 13.0 167 0.0

145 130 00

179 [1450 108 0.0

81 89 37N 00

138 135 128 1031

Table 11: Unsupervised MT via Language Transfer on X-En translations. The model fine-tuned on one language
pair is directly tested on another. We use gray color to show the direct fine-tuning results, and lightgray color to
show language transfer within similar language groups. We bold the highest transferring score for each pair.
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Multilingual UNMT: Intuition

1 (a) Pivot UNMT: [Leng et al., ACL-2019]
[1 (b) Multilingual (shared encoder-decoder) UNMT: [Sun et al., ACL-2020]
[l (c) Reference language-based UNMT: [Li et al., EMNLP-2020]

Reference language-based UNMT

S: Source language
T: Target language
P: Pivotlanguage

YV V VYV VY

R: Reference language
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Reference language-based UNMT (RUNMT)

[0 RUNMT: some languages are parallel and some not.

» Reference Language based Unsupervised Neural Machine Translation
Zuchao Li (SJTU), Hai Zhao (SJTU), Rui Wang, Masao Utiyama and Eiichiro Sumita
The 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP-Findings)

Reference language-based UNMT

[l French—English—Romanian
» S: Source language (French)
» T: Target language (English)

» R: Reference language (Romanian)

Parallel corpus

Monolingual corpus
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The Usage of the Reference Language

/—\/ L - emrmmmm -

BT +lan ; i ! !

e emb . -+lang emb .

N M — | Encoder [ !

g - :

3 parallel ; ! ; !

. 1 . 1

+lang emb i +lang emb I ; ! i

' — > Encoder Decoder | ! i !
+lang emb . I+lang emb:
> Encoder [ :

I . .

. ! : 1

(a) Back-Translation M —— - M- 2

(b) Reference Agreement Translation

' i ! i
+lang emb +lang emb! : /X]_gv-[\/
N 27 Encoder > Decoder !
. g | g . N
Cparallel : i : i @parallel
! : !
I . 1
| : i +lang emb +lan b
. . g em
+1 b '+lang emb; — > FEnc ~ — >
ang em 'S Encoder |- g '\ Decoder Encoder Decoder

A

(c) Reference Agreement Back-Translation

(d) Cross-lingual Back-Translation
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Main Results

Pure Unsupervised

With Source-Reference Parallel Corpus

en-fr-ro en-zh-ro
en—ro  ro—en  fr—ro  ro—fr en—ro  ro—en ro—zh zh—ro #
PBSMT + NMT 25.13 23.90 n/a n/a 25.13 23.90 n/a n/a I
XLM 33.30 31.80 n/a n/a 33.30 31.80 n/a n/a 2
MASS 35.20 33.10 n/a n/a 35.20 33.10 n/a n/a 3
UNMT 34.45 32.42 2526  27.99 34.45 32.42 8.66 [2.31] 1092 [3.56] 4
_MUNMT 444 3260 31 2791 0 3.9 3182 885[263] 115513871 5
+ RAT 35.83 33.52 25.66  28.25 34.59 32.12 9.73 [3.02] 1244 [3.95] 6
+ RABT 36.05 33.74 25.65  28.44 35.23 32.67 10.09[3.30] 12.95[4.00] 7
+ XBT 36.08 33.84 25.778  28.45 34.76 32.30 10.54 [3.32] 13.66 [4.03] 8
+ALL 36.14 34.12 25.60  28.89 35.66 32.88 10.83[3.44] 13.75[4.24] 9
_MUNMT +RNMT 3639 3385 2553 2857 3550 3366 1098 [3.64]  14.4214.39] 10
+ RAT 36.65 34.07 25.78  28.63 36.26 34.18 11.26 [3.87] 1477 [4.78] 11
+ RABT 36.84 34.32 2575  29.04 36.78 3426  11.52[3.90] 14.79[5.01] 12
+ XBT 37.13 34.66 26.02  29.11 36.31 34.14 11.80[4.03] 14.86[4.98] 13
+ALL 37.27 34.85 26.50  29.45 37.01 3455 11.92[4.07] 15.02[5.11] 14
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Multilingual UNMT (MUNMT)

[0 MUNMT is a general structure.

» Knowledge Distillation for Multilingual Unsupervised Neural Machine Translation

Haipeng Sun (HIT), Rui Wang, Kehai Chen, Masao Utiyama, Eiichiro Sumita, and Tiejun Zhao(HIT)
The 58th Annual Meeting of the Association for Computational Linguistics (ACL-2020)

Monolingual corpus
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Datasets

[0 13 European languages from WMT monolingual news
crawl datasets: Cs, De, En, Es, Et, F1, Fr, Hu, It, Lt, Ly,

Ro, and Tr.

[0 WMT newstest2013 for Cs-En, De-En, Es-En, and Fr-En

are mutual parallel.

/Es\ /Fr It ’é&

Romance language branch

Baltic language branch

Slavic language branch

Germanic language branch

Indo-European language family

urkic language branch

/m\

Altaic language family

Finno-Ugric language branch

£

Uralic language family

Language | Sentences Words  Sub-words
Cs 50.00M 860.36M 1.16B
De 50.00M 887.37TM 1.19B
En 50.00M 1.15B 1.32B
Es 36.33M 1.01B 1.19B
Et 3.00M  51.39M 101.43M
Fi 15.31M  189.39M 359.78M
Fr 50.00M 1.19B 1.38B
Hu 34.35M  708.13M 1.03B
It 30.82M  755.56M 911.51M
Lt 0.34M 6.38M 14.64M
Lv 8.60M 172.56M 281.54M
Ro 8.92M  207.07TM 279.95M
Tr 9.14M 153.03M 254.70M
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Multilingual Unsupervised Neural Machine Translation

[0 Multilingual Pretraining

® To construct a multilingual masked language model, usinga Denoising )
Xi .. ‘ . X
single encoder. . . cod) T
i ) " o
® To initializethe full set of parameters of MUNMT .. T
xN.--~ ©xN
' Back-translation '
X# X:
...... T M1(x))

MZ(x])

e
o — () " ooy — ) —

M (x{ )
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Multilingual Unsupervised Neural Machine Translation

[0 Multilingual Pretraining

® To construct a multilingual masked language model, using a

single encoder. Denoising

X X
® To initializethe full set of parameters of MUNMT xl‘. c(xj) e v
i ' _—"m)*— i
[0 Multilingual UNMT Training N N
‘ Back-translation '
® Denoising training X2 X2
i M1(x)) " e
Lyvp = Z Z —logPr, 1, (X]|C(X})), ..
j=1 i=1 X;- " XN
. o« e 2yl
® Back-translation training M)
N X1 o X _. M’(Xl} . ilug___, — X
Ly = Z Z —ZOQPLj—>L1 (X@i Mf“"(Xi )) MY (xi ) :
j=2 i=1
N X7

+ Z Z —logPL1_>Lj (Xflﬂfl(Xf)):
e Page 111



Self-knowledge Distillation

[0 During back-translation, only language L;sentences are
generated before training the MUNMT model in the L;
— L direction. However, other languages are not used
during this training.

[0 We propose to introduce another language L, (randomly
chosen but distinct from L; and L; ) during this training.

[J The translation from the source sentences through different
paths, Lj — L; = Ly and Lj — L; — Lj, should be similar.

Xt Denoising x;l
...... C(Xl)
i o e
X X
Back-translation
. . .
X M (xj) A
b7 - — (Lggp) . 1
XE\" Ml(){:) " XP
MZ(xi)
M/ (x1)
MV (x]) .
—_— \~MB_
xt— BN x1
' - _— LSKD-l: '
MZ(x}) )
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Language Branch Knowledge Distillation

[0 LBUNMT model performed better than the single model Xl c(x,?enmsmg A
because similar languages have a positive interaction XN__' @ﬂ_' Lun)— xj
O The distilled information of LBUNMT is used to guide the Backtransiation
MUNMT model during back-translation. X | ---Xiz

...... . ‘EM'B

= 1o S

...... LLBKD
N

urkic language branch

/m\
M2 MUNMT
/

Altaic language family : LMB )
s [ T

F -U | b h I LLBKD

inno gtlc angﬁﬂuage} ranc N\I;\T)‘(ll BUNMT /’ ~EA

i

.-'\
JEs\ JFry /It ’é& T,

Baltic language branch

Romance language branch

Slavic language branch

Germanic language branch

Indo-European language family Uralic language family
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Main Results

Corpus | SNMT Senetal. (2019) Xuetal. (2019) | SM LBUNMT MUNMT|] SKD LBKD
En-Cs 19.20 - 6.79 14.54 14.54 14.40 14.89 1547
En-De 20.30 8.09 13.25 18.26 18.26 17.58 18.47 19.28
En-Es 30.40 14.82 20.43 25.14 25.40 25.05 25.61  26.79
En-Et 25.20 - - 14.86 15.02 14.09 15.03 15.62
En-Fi 27.40 - - 9.87 9.99 9.75 10.70  10.57
En-Fr 30.60 13.71 20.27 26.02 26.36 25.84 2645 27.78
En-Hu - - - 11.32 11.40 10.90 11.64 12.03
En-It - - - 24.19 24.30 23.80 24.69 25.52
En-Lt 20.10 - - 0.79 8.29 10.07 11.15  11.11
En-Lv 21.10 - - 1.02 11.55 13.09 13.90 14.33
En-Ro 28.90 - - 29.44 29.58 28.82 29.65 31.28
En-Tr 20.00 - - 11.87 11.87 12.41 13.24  13.83
Average - - - 15.61 17.21 17.15 17.95 18.63

Baselines:

SNMT: supervised NMT

SM: single language pair NMT
LBUNMT: UNMT in language branch
MUNMT: multi-lingual UNMT

Ours:
SKD: self-knowledge distillation
LBKD: language branch SKD

® L[LBUNMT performed better than SM because similar languages have a positive interaction during the

training process.

® However, the performance of MUNMT is slightly worse than SM in some language pairs.
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Main Results

Corpus | SNMT Senetal. (2019) Xuetal. (2019) SM  LBUNMT MUNMT SKD LBKD
En-Cs 19.20 - 6.79 14.54 14.54 14.40 14.89  15.47
En-De 20.30 8.09 13.25 18.26 18.26 17.58 18.47 19.28
En-Es 30.40 14.82 20.43 25.14 25.40 25.05 25.61  26.79
En-Et 25.20 - - 14.86 15.02 14.09 15.03  15.62
En-Fi 27.40 - - 9.87 9.99 9.75 10.70  10.57
En-Fr 30.60 13.71 20.27 26.02 26.36 25.84 2645 27.78
En-Hu - - - 11.32 11.40 10.90 11.64 12.03
En-It - - - 24.19 24.30 23.80 2469  25.52
‘ En-Lt 20.10 - - 0.79 8.29 10.07 11.15  11.11
En-Lv 21.10 - - 1.02 11.55 13.09 13.90 14.33
En-Ro 28.90 - - 29.44 29.58 28.82 29.65 31.28
En-Tr 20.00 - - 11.87 11.87 12.41 13.24 13.83
Average ‘ - - - 15.61 17.21 17.15 17.95 18.63

Language | Sentences Words  Sub-words
Cs 50.00M  860.36M 1.16B
De 50.00M 887.37TM 1.19B
En 50.00M 1.15B 1.32B
Es 36.33M 1.01B 1.19B
Et 3.00M  51.39M 101.43M
Fi 15.31M  189.39M  359.78M
Fr 50.00M 1.19B 1.38B
Hu 34.35M 708.13M 1.03B
It 30.82M _ 755.56M _ 911.51M
Lt 0.34M 6.38M 14.64M
Lv 8.60M 172.56M  281.54M
RO 3.9.M ZU/.U/M 219.95M
Tr 9.14M 153.03M  254.70M

® SM performed very poorly on low-resource language pairs such as En-Lt and En-Lv in the Baltic

language branch.
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Main Results

Corpus | SNMT Senetal. (2019) Xuetal. (2019) SM  LBUNMT MUNMT | SKD LBKD
Cs-En 27.10 - 11.56 20.62 20.62 20.09 21.05 21.25
De-En 28.40 11.94 16.46 21.31 21.31 21.95 22.54 2281
Es-En 31.40 15.45 20.35 25.53 25.77 25.37 26.15  26.59
Et-En 30.90 - - 19.48 20.30 19.60 2095 21.31
Fi-En 33.00 - - 7.62 7.68 7.19 7.92 7.80

Fr-En 32.20 14.47 19.87 25.86 26.02 25.41 26.07 26.48
Hu-En - - - 14.48 14.86 14.54 15.16 15.34
[t-En - - - 24.33 2487 24717 2530 25.35
Lt-En 36.30 - - 1.72 11.00 14.04 15.31 15.84
Lv-En 21.90 - - 0.95 12.75 14.90 15.49 1533
Ro-En 35.20 - - 28.52 29.57 28.38 29.58  30.18
Tr-En 28.00 - - 12.99 12.99 15.65 16.85 17.35
Average ‘ - - - 16.95 18.98 19.32 20.20  20.47

Baselines:

SNMT: supervised NMT

SM: single language pair NMT
LBUNMT: UNMT in language branch
MUNMT: multi-lingual UNMT

Ours:
SKD: self-knowledge distillation
LBKD: language branch SKD

® QOur proposed knowledge distillation method outperformed the original MUNMT model by
approximately 1 BLEU score.

® Regarding our two proposed methods, LBKD achieved better performance since it could obtain much

more knowledge distilled from LBUNMT model.
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Main Results

Corpus | SNMT |Senetal. (2019) Xuetal. (2019) SM  LBUNMT MUNMT SKD LBKD
Cs-En 27.10 - 11.56 20.62 20.62 20.09 21.05 21.25
De-En 28.40 11.94 16.46 21.31 21.31 21.95 2254 2281
Es-En 31.40 15.45 20.35 25.53 25.717 25.37 26.15  26.39
Et-En 30.90 - - 19.48 20.30 19.60 2095 21.31
Fi-En 33.00 - - 7.62 7.68 7.19 7.92 7.80

Fr-En 32.20 14.47 19.87 25.86 26.02 25.41 26.07 26.48
Hu-En - - - 14.48 14.86 14.54 15.16 15.34
It-En - - - 24.33 24.87 24.77 25.30 25.35
Lt-En 36.30 - - 1.72 11.00 14.04 15.31 15.84
Lv-En 21.90 - - 0.95 12.75 14.90 1549 1533
Ro-En 35.20 - - 28.52 29.57 28.38 29.58 30.18
Tr-En 28.00 - - 12.99 12.99 15.65 16.85 17.35
Average - - - 16.95 18.98 19.32 20.20  20.47

Baselines:

SNMT: supervised NMT

SM: single language pair NMT
LBUNMT: UNMT in language branch
MUNMT: multi-lingual UNMT

Ours:
SKD: self-knowledge distillation
LBKD:language branch SKD

® QOur proposed MUNMT with knowledge distillation performed better than SM 1n all language pairs.

® Thereisa gap between the performance of our proposed MUNMT model and that of the supervised
NMT systems.
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Zero-shot Translation Analysis

® Zero-shot Translation: MUNMT was trained in 24 translation
directions whereas 156 translation directions exist.

® QOur proposed knowledge distillation methods further improved
the performance of zero-shot translation.

® SKD significantly outperformed LBKD by approximately 3
BLEU scores since the third language was introduced during
SKD translation training for two language pairs, achieving
much more cross-lingual knowledge.

Methods — Cs De Es Fr
Xu et al. (2019) - 11.16 11.29 10.61
Sen et al. (2019) - - - -
MUNMT Cs - 11.91 15.22 14.66
LBKD - 13.16 16.63 16.28
SKD - 16.96 20.52 20.14
Xu et al. (2019) 10.52 - 13.68 9.45
Sen et al. (2019) - - 7.40  6.78
MUNMT De 10.56 - 16.15 15.85
LBKD 11.53 - 17.27 16.96
SKD 14.58 - 20.20 20.61
Xu et al. (2019) 8.32 11.20 - 24.13
Sen et al. (2019) - 4.78 - 13.92
MUNMT Es 10.04 11.87 - 21.90
LBKD 10.86 12.98 - 23.05
SKD 13.63 16.62 - 27.04
Xuet al. (2019) 8.80 11.24 23.88 -
Sen et al. (2019) - 4.59 13.87 -
MUNMT Fr 977 11.70 22.30 -
LBKD 1048 12.67 22.65 -
SKD 13.04 16.31 25.92 -

Page 118



Menu

O O

A\

>
>

[J Challenges in UNMT
>
>

>
Page 119



Challenges in UNMT

[ In this Section, I only show the brief topic.

[0 I hope we can discuss the details in the Q/A session.
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Reproductive Baselines

[0 As mentioned above, most of the baselines are not reimplemented.
[ Instead, only reporting other results are not so convincing.

[0 We will maintain the baseline system with available codes, model, etc. at
https://wangruinlp.github.i10/unmt
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UNMT & Supervised NMT

[0 Fine-tune with small parallel data can significantly improve the UNMT performance.

#  Methods de-cs
1 Single UNMT system 15.5
2 Single USMT system 11.1
3 Single NMT system pseudo-supervised by UNMT 15.9
4 Single NMT system pseudo-supervised by USMT 15.3
5 Single Pseudo-supervised MT system 16.2
6  Ensemble Pseudo-supervised MT system 16.5
7 Re-ranking Pseudo-supervised MT system 17.0
8  Fine-tuning Pseudo-supervised MT system 18.7
9  Fine-tuning Pseudo-supervised MT system + fixed quotes 19.6
10 Fine-tuning + re-ranking Pseudo-supervised MT system + fixed quotes ~ 20.1

Table 4: BLEU scores of UMT. #10 is our primary system submitted to the organizers.
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Distant Language Pairs

[0 There are few shared words between distant language pairs

Languages Similar Language Pairs Distant Language Pair
De-En Fr-En Ja-En Zh-En
Shared Words 37,257 43,642 454 20,662
Ratio of Shared Words 23.30% 25.40% 0.18% 4.91%
UNMT Performance (BLEU) 27.6 25.1 14.1 8.02
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Distant Language Pairs

[0 The word orders are quite different between distant language pairs

[0 We analyze the word order similarity using [Chen and Wang et al., 2020]

Languages Similar Language Pairs Distant Language Pair
De-En Fr-En Ja-En Zh-En
Word Order Similairy 76.3% 78.1% 53.4% 62.2%
Supervised NMT 40.2 35.0 30.9 26.4
(BLEU)
Unsupervised NMT 27.6 25.1 14.1 8.02
(BLEU)
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Thank You!

Welcome to revisit this tutorial and contact us!

https://wangruinlp.github.i0/unmt
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